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ABSTRACT 

A new resea rch m u l t i p r o c e s s o r named ZMOB is 
d e s c r i b e d , and i t s s i g n i f i c a n c e t o A I research i s 
surveyed and c h a r a c t e r i z e d . ZMOB, under c u r r e n t 
c o n s t r u c t i o n and scheduled f o r comp le t i on l a t e 
F a l l 1981 . is a 256 p rocessor machine w i t h a h igh 
speed , i n t e r p r o c e s s o r communicat ions system c a l l e d 
the "conveyor b e l t " , a n o n - b l o c k i n g , 20 
megabyte/second message s w i t c h e r . Because o f i t s 
l a r g e number o f p rocesso rs , h i gh compu ta t i ona l 
t h roughpu t (100 m i l l i o n i n s t r u c t i o n s / s e c ) , l a r g e 
c u m u l a t i v e h igh speed memory (16 megabytes) , h igh 
i n t e r p r o c e s s o r communicat ions bandwid th , and 
e x t e r n a l communicat ions and sens ing channe ls , ZMOB 
opens some new areas of e x p l o r a t i o n in o b j e c t -
o r i e n t e d m o d e l i n g , knowledge-based and domain 
e x p e r t sys tems, i n t e l l i g e n t sens ing and r o b o t i c s , 
and d i s t r i b u t e d p e r c e p t u a l and c o g n i t i v e mode l ing . 
The paper a t t e m p t s to b lend a d e s c r i p t i o n of 
ZMOB's hardware w i t h ideas about where and how i t 
f i t s i n t o v a r i o u s types o f A I r e s e a r c h . 

1 . I n t r o d u c t i o n 

AI is no t in need of new comput ing hardware 
to s o l v e i t s bas ic q u e s t i o n s . However, new 
hardware cannot be d ismissed as be ing i r r e l e v a n t 
t o p rog ress i n A I , because: 

1 . B e l i e f s about the na tu re o f comput ing 
hardware a v a i l a b l e i n f l u e n c e a 
r e s e a r c h e r ' s a b i l i t y t o c o n c e p t u a l i z e 
da ta and process models o f i n t e l l i g e n c e . 
Wh i le a resea rche r can c e r t a i n l y imagine 
methods o f model ing which r e q u i r e unusual 
hardware , he may never d i s c o v e r the 
i n t e r e s t i n g i ssues because o f h i s i n a b i l ­
i t y t o see beyond the f i r s t round o f 
i d e a s . L i k e I t o r n o t , A I i s a n e x p e r i ­
menta l sc ience which r e l i e s h e a v i l y on 
feedback from the imp lemen ta t i on l e v e l to 
the concep tua l model l e v e l . 

2 . C e r t a i n AI methods r e q u i r i n g heavy sym­
b o l i c computa t ion have not been ade-
q u a t e l y exp lo red s imply because the 
a r c h i t e c t u r e o r compu ta t i ona l c a p a c i t y o f 
the s u p p o r t i n g computers i s not adequate. 
Examples a re l a r g e p a t t e r n - d i r e c t e d r u l e 
sys tems, and c e r t a i n low and h igh l e v e l 
v i s i o n t e c h n i q u e s , among many o t h e r s . 

3 . C e r t a i n w e l l researched A I methods. 
recogn ized a s f r u i t f u l concep tua l 
approaches to v a r i o u s c lasses o f p rob ­
lems, a re i n h e r e n t l y not designed f o r 
c o n v e n t i o n a l machines, and would become 
p r a c t i c a l , r e a l - w o r l d systems i f i m p l e ­
mented on hardware b e t t e r s u i t e d to t n e i r 
needs. D i s t r i b u t e d and " e x p e r t " systems 

which r e l y on o b j e c t - o r i e n t e d programming 
examples o f s t y l e s a re g e n e r a l l y 

t h i s c a t e g o r y . 
good 

* The research desc r ibed here is funded by 
the A i r Force O f f i c e o f S c i e n t i f i c Research under 
C o n t r a c t AF05R-80-0270. As of March 1981, a l l ZMOB 
des ign and debugging was comple ted , and a two-
p rocesso r p r o t o t y p e was r u n n i n g . The f u l l 
machine, budgeted at app rox ima te l y $120K hardware 
c o s t , i s expected to be r unn ing by l a t e F a l l 1981 . 

Th i s paper is about a new research computer 
designed to h e l p s t i m u l a t e new ways o f t h i n k i n g 
about AI mode l i ng , and to he lp advance c e r t a i n 
e x i s t i n g comput ing methods by removing some of the 
compu ta t i ona l b a r r i e r s t h a t l i m i t these methods 
u s e f u l n e s s . We o f f e r t h i s research not as a 
source , but r a t h e r a gateway to some new ideas 
about AI model b u i l d i n g . In w r i t i n g a paper about 
hardware 's r o l e in h i g h e r l e v e l model b u i l d i n g , we 
run the r i s k o f o v e r s e l l i n g the hardware per s e . 
w i t h o u t demons t ra t i ng i t s use fu lness t o model 
b u i l d i n g and theo ry development . To min im ize t h i s 
r i s k , we have ,a t tempted to b lend a d e s c r i p t i o n of 
the mach ine 's a r c h i t e c t u r e , i n c l u d i n g enough 
d e t a i l to g i v e the reader a complete p i c t u r e o f 
the machine, w i t h b r i e f t o u r s th rough the v a r i o u s 
realms of AI model b u i l d i n g which may p r o f i t f rom 
t h i s a r c h i t e c t u r e . Our hope is to snow t h a t new 
machine a r c h i t e c t u r e s , i f developed in a way t h a t 
i s s e n s i t i v e t o c u r r e n t model ing d i r e c t i o n s i n the 
f i e l d , can be an i m p o r t a n t l i n k i n the l a r g e r 
bas ic research feedback loop t h a t g r a d u a l l y con­
verges on good AI t h e o r i e s . 

2• ZMOB and D i s t r i b u t e d AI 
ZMOB is a 256 p rocessor m u l t i p r o c e s s o r which 

t axonom ica l l y f a l l s i n t o the same gene ra l ca tegory 
as CK* [ 1 3 ] , bu t which a l s o has appearances of 
h i gh speed r i n g ne tworks . Each o f i t s 256 p roces ­
sors is a comp le te l y autonomous computer w i t h 
enough memory to do s i g n i f i c a n t independent h igh 
l e v e l compu ta t i on asynchronous ly f rom o t h e r p r o ­
cesso rs . However, each p rocessor i s i n t i m a t e l y 
l i n k e d to a l l o t h e r p rocessors by an i n t e r c o n n e c ­
t i o n system o f such h i g h speed r e l a t i v e to the 
i n d i v i d u a l p rocesso r t h a t a l l 255 o f a p rocesso r s 
companion p rocessors appear to be e q u i d i s t a n t from 
i t , and, i n f a c t , a c c e s s i b l e i n what amounts t o 
u n i t t ime f rom i t s p o i n t o f v i e w . ZMOB is thus a 
mob of 256 reasonab ly power fu l p rocessors o rgan ­
i zed in a manner t n a t super imposes no a c t u a l , or 
even p r e f e r r e d , geometry o n t h e i r l o g i c a l i n t e r -
c o n n e c t i v i t y . A s such , i t i s c l ose t o the i d e a l 
f o r systems o f e x p e r t s whose i n t e r c o m m u n i c a t i o n 
geometry is governed by domain problem s o l v e r s 
r a t h e r than by a p r i o r i donain s t r u c t u r e . 

ZMOB d i f f e r s f rom CM* in t h ree s i g n i f i c a n t 
ways. F i r s t , i t possesses a l a r g e r number o f p r o ­
cesso rs , each rough l y e q u i v a l e n t in power to a CK* 
p rocesso r . (To our knowledge, i t s 256 p rocessors 
compr ise the l a r g e s t research m u l t i p r o c e s s o r y e t 
designed and b u i l t . ) Second, a l l memory i s u n i ­
f o r m l y d i s t r i b u t e d e q u a l l y among the p rocessors 
( t h e r e is no h igh speed shared memory), g i v i n g 
ZMOB i t s network f l a v o r . T h i r d , the i n t e r p r o c e s ­
so r communicat ions s t r a t e g y i s comp le te l y non-
b l o c k i n g , w i t h n o p o s s i b i l i t y f o r h a r d w a r e - l e v e l 
c o n t e n t i o n in message pass ing . ZMOB w i l l suppor t 
128 p a i r w i s e p rocessor c o n v e r s a t i o n s , and b road­
c a s t s from one processor to a l l o t h e r s or a subset 
o f o t h e r s e q u a l l y w e l l . 

In the nex t s e c t i o n we d e s c r i b e ZMOB's 
hardware a r c h i t e c t u r e and o p e r a t i n g systems, which 
w i l l i n c l u d e C, LISP, PASCAL, PROLOC, and s p e c i a l ­
i zed v i s i o n systems. Then we survey ZMOB s 

955 



concep tua l and pragmat ic u s e f u l n e s s to s e v e r a l 
areas o f A I . 

3. Hang on: Here ' s the Hardware! 

ZMOD is a l a r g e , e x p e r i m e n t a l research mu l ­
t i p r o c e s s o r under c o n s t r u c t i o n b y the A r t i f i c i a l 
I n t e l l i g e n c e Group w i t h i n the Computer Sc ience 
Department a t the U n i v e r s i t y o f Ma ry l and . The 
mach ine 's a r c h i t e c t u r e i s 256 autonomous m i c r o p r o ­
c e s s o r s , each w i t h 64K b y t e s of 300 ns memory and 
capab le o f a p p r o x i m a t e l y 400,000 i n s t r u c t i o n s per 
second, connected t o g e t h e r v i a a h i g h speed com­
mun i ca t i ons r i n g c a l l e d " t h e conveyor b e l t " . The 
conveyor b e l t , a 4 8 - b i t w i d e , , 1 0 mhz s h i f t r e g i s ­
t e r , compr ises 257 " m a i l s t o p s " . Each 4 8 - b i t - w i d e 
m a i l s t op is a s s o c i a t e d w i t h a ZMOB processor 
( excep t f o r the 2 5 7 t h , which i s a s s o c i a t e d w i t h 
ZMOB's e x t e r n a l i n t e r f a c e ) , and r e p r e s e n t s one 
s tage in the conveyor b e l t . Because o r the con­
veyor b e l t s h i g h speed r e l a t i v e to the needs of 
any i n d i v i d u a l p rocesso r , and because of each m a i l 
s t o p ' s h i g h speed message p a t t e r n ma tche rs , the 
conveyor b e l t i s a n e a r l y p e r f e c t i n t e r p r o c e s s o r 
communicat ions medium. In p a r t i c u l a r , the conveyor 
b e l t g i v e s prompt enough s e r v i c e f o r every p roces ­
so r to be g i v e n " u n i t t i m e " message d e l i v e r y to 
ano the r a r b i t r a r y p rocessor o r Bet o f p r o c e s s o r s . 

I n a d d i t i o n t o i t s conveyor b e l t i n t e r f a c e , 
each p rocesso r has a h i g h speed p a r a l l e l and a 
s e r i a l i n t e r f a c e t o the o u t s i d e w o r l d f o r a p p l i c a ­
t i o n s i n v o l v i n g remote s e n s i n g , c o n t r o l , o r com­
m u n i c a t i o n s . A s p e c i a l 257 th p rocesso r i n t e r f a c e s 
the ZMOB conveyor b e l t to a PDP Un ibus . 

At l a r g e , ZMOB executes a p p r o x i m a t e l y 
100 m i l l i o n i n s t r u c t i o n s per second on a 256-way 
d i s t r i b u t e d 16 m i l l i o n by te h igh speed memory. 
I t s conveyor b e l t sw i t ches i n t e r p r o c e s s o r and 
e x t e r n a l messages a t a r a t e o f 20 m i l l i o n by tes 
per second. 

3 .1_* M a i l Stops and B ins 

P h y s i c a l l y , each M a i l s t op i s a p r i n t e d c i r ­
c u i t board which occup ies one s l o t o f the conveyor 
b e l t backp lane , a 4 8 - D i t wide c i r c u l a r bus which 
passes th rough a l l m a i l s t o p s . Incoming conveyor 
b e l t s i g n a l s ( t h o s e f rom a m a i l s t o p s upstream 
ne ighbo r ) a r r i v e v i a the m a i l s t o p s 48 inbound 
l i n e s , and o u t g o i n g conveyor b e l t s i g n a l s ( t h o s e 
be ing sen t to the m a i l s t op s downstream ne ighbo r ) 
leave v i a the m a i l s t o p ' s 48 outbound l i n e s . One 
4 0 - b i t " b i n " ( i . e . . one message) passes th rough 
the m a i l s top each 100 ns , as d i r e c t e d by the 
10 mhz synchronous master system c l o c k which is 
d i s t r i b u t e d t o each M a i l s t op over p r e c i s e l y 
matched c a b l e s . 

Each ZMOB p rocesso r occup ies a second p r i n t e d 
c i r c u i t board wh ich i s p h y s i c a l l y a d j a c e n t t o a 
m a i l s t o p boa rd . Each m a i l s t op communicates w i t h 
i t s a s s o c i a t e d ZMOB p rocesso r v i a a 20 l i n e i n t e r ­
face t h a t a l l o w s the p rocesso r t o view i t s m a i l 
s t op as a c o l l e c t i o n o f 8 - b i t r e g i s t e r s w h i c h , 
when read f rom and w r i t t e n t o , cause m a i l and 
s t a t u s i n f o r m a t i o n to f l o w to and f rom the con ­
veyor b e l t . 

L o g i c a l l y , the conveyor b e l t i s t hough t o f a s 
a c o l l e c t i o n of b i n s wnich move around the loop 
th rough a l l m a i l s t o p s each r e v o l u t i o n . B ins c a r r y 
messages, and each p rocesso r permanent ly owns one 
b i n . Once, per conveyor b e l t r e v o l u t i o n , every 
p r o c e s s o r s b i n s i m u l t a n e o u s l y a r r i v e s back a t the 
p rocesso r s m a i l s t o p . T h i s event i s s i g n a l e d to 
a l l m a i l s tops by a master " i n d e x p u l s e " , gen­
e r a t e d by the master c l o c k c i r c u i t r y and d i s t r i ­
buted to each m a i l s t o p as w i t h tne master s h i f t 
c l o c k . 

The m a i l s tops a re analogous to the o la 
f r e i g h t t r a i n m a i l hooks. When the p rocesso r 
wishes t o send a message, i t g i v e s i t t o i t s m a i l 
s t o p , which ho lds i t u n t i l the p rope r moment f o r 
i n j e c t i o n o n the conveyor b e l t ( i . e . . index pu l se 
t i m e ) . When the conveyor b e l t b i n permanent ly 
owned by a p rocessor a r r i v e s back at t h a t 
p r o c e s s o r ' s m a i l s t op empty, and i f the m a i l s t o p 
has been g i v e n a message to send, then the message 
w i l l b e i n j e c t e d onto the conveyor b e l t i n the 

p r o c e s s o r ' s b i n . Dur ing a l l o t h e r moments ( i . e . , 
when p r o c e s s o r s ' b i ns a re i n t r a n s i t around the 
conveyor b e l t ) , each m a i l s t op per forms h igh speed 
p a t t e r n match ing t o d e t e c t a r r i v i n g messages 
in tended f o r i t s p rocesso r . The m a i l s t op can 
e x t r a c t one message from the conveyor b e l t and 
ho ld i t u n t i l i t s p rocessor has taken i t . 

Each m a i l s top (hence p rocessor ) has a un ique 
conveyor b e l t address ( 0 - 2 5 6 ) , which can be used 
to i d e n t i f y the in tended r e c e i v e r ( s ) o f a message. 
In a d d i t i o n , each m a i l s t o p can be i n s t r u c t e d by 
i t s p rocesso r t o watch f o r a s p e c i f i c p a t t e r n o f 
1 ' s , O ' s , and " d o n ' t c a r e ' s " i n messages' d e s t i n a ­
t i o n s f i e l d s , and to r e c e i v e any messages match ing 
t h a t p a t t e r n . T h i s i s a bas ic mechanism upon 
which more e l a b o r a t e p a t t e r n - d i r e c t e d i n v o c a t i o n 
techn iques and h i e r a r c h i c a l p rocessor o r g a n i z a ­
t i o n s can be r e a l i z e d . 

3.2.. Messages 

When a message i s s e n t , i t w i l l a lways con­
t a i n the address o f the sender , the d a t a , and 
i n f o r m a t i o n d e s c r i b i n g the in tended r e c e i v e r ( s ) . 
There a re f o u r modes f o r d e s c r i b i n g the i n tended 
r e c e i v e r ( s ) : 

SEND TO PROCESSOR BY ADDRESS 

SEND TO PROCESSOR BY PATTERN 

SEND TO ALL PROCESSORS 

SEND TO SET OF PROCESSORS BY PATTERN 

Each message is sen t under e x a c t l y one of these 
f o u r modes. I n the f i r s t two cases, where t he re i s 
on l y one in tended r e c e i v e r , the r e c e i v i n g m a i l 
s top w i l l consume the message. In the l a 3 t two 
case3, a r e c e i v i n g ma i l s t o p w i l l make a copy of 
the message, but a l l o w i t t o c o n t i n u e f o r a l l t o 
see . I n t h i s l a t t e r case , i t i s incumbent o n the 
send ing p rocesso r to consume i t s own message a f t e r 
one complete conveyor b e l t r e v o l u t i o n . Doing 30 
i s c a l l e d " r e a d b a c k " . 

Each ma i l 3 top is capable o f b u f f e r i n g one 
message in the outbound d i r e c t i o n ( p r o c e s s o r to 
conveyor b e l t ) , and one message in the inbound 
d i r e c t i o n (conveyor b e l t t o p r o c e s s o r ) . Messages 
w i l l be r ece i ved by a m a i l s t o p on l y i f i t s p a t ­
t e r n matchers a re enabled and deem the message 
a p p r o p r i a t e , and i t s inbound b u f f e r i s empty. A 
rece i ved message w i l l genera te a p rocessor i n t e r ­
r u p t , then remain i n the m a i l s t o p ' s inbound 
b u f f e r u n t i l e x p l i c i t l y read by the ma i l s top s 
p r o c e s s o r . Messages on tne conveyor b e l t i n tended 
f o r a p rocesso r whose m a i l s t o p ' s inbound b u f f e r 
i s f u l l w i l l s imp ly c o n t i n u e c i r c u l a t i n g o n the 
conveyor b e l t u n t i l the m a i l s t op f i n a l l y reads 
and consumes them, or u n t i l t h e i r senders consume 
and remove them. When the m a i l s t o p ' s outbound 
b u f f e r i s empt ied a s the r e s u l t o f i n j e c t i n g the 
message i t c o n t a i n s on to the conveyor b e l t , a 
second type o f p rocesso r i n t e r r u p t i s g e n e r a t e d . 
The m a i l s t op i s t h e r e f o r e a f u l l - d u p l e x p r o t o c o l , , 
where sepa ra te message streams can be in p rogress 
bo th inbound and ou tbound. 

A m a i l s t o p ' s r e c e i v i n g p a t t e r n matchers can 
be f u r t h e r c o n d i t i o n e d to accept on l y messages 
f rom a s p e c i f i c source p rocesso r , i d e n t i f i e d by 
i t s conveyor b e l t add ress . T h i s " e x c l u s i v e source 
mode a l l o w s f o r the u n i n t e r r u p t e d t r a n s m i s s i o n o f 
da ta st reams between two p r o c e s s o r s , or between 
one source and a group of r e c e i v e r s . 

I n o rde r f o r a b s o l u t e c o n t r o l commands f rom 
the conveyor b e l t a Unibus i n t e r f a c e to have 
guaranteed d e l i v e r y t o any o r a l l p r o c e s s o r s , each 
m a i l s top has a sepa ra te l o g i c s e c t i o n t h a t is 
capable o f d e t e c t i n g s p e c i a l c o n t r o l " messages 
f rom the m a i l s top a s s o c i a t e d w i t h the Unibus 
i n t e r f a c e p rocesso r , the o n l y m a i l a top capab le o f 
send ing c o n t r o l messages. C o n t r o l messages a re 
s u b j e c t to the same inbound p a t t e r n matchers as 
normal messages, except t h a t ( 1 ) they cannot be 
s e l e c t i v e l y exc luded the way normal messages can , 
and (2 ) they do not i n t e r a c t w i t h the m a i l s t o p ' s 
inbound b u f f e r . T h i s t r anspa rency a l l o w s a b s o l u t e 
access to any o r a l l p rocesso rs f rom the e x t e r n a l 
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conveyor b e l t i n t e r f a c e , w h i l e not i n t e r f e r i n g 
w i t h the f l ow o f normal conveyor b e l t messages. 

3 .3 Conveyor b e l t Format 

The 48 b i t s of a conveyor b e l t message are 
a p p r o p r i a t e d i n t o f o u r f i e l d s : 

BF - B in F u l l 
CT - C o n t r o l Message 
C3-CO - C o n t r o l Code 
AD - A l l D e s t i n a t i o n s 
DM - D e s t i n a t i o n Mode 

When send ing a message, the processor has f reedon 
in s e t t i n g the AD and DM b i t s to any v a l u e s . The 
AD and DM b i t s d e s c r i b e the mode under which the 
message is be ing t r a n s m i t t e d , and are inspec ted by 
the inbound p a t t e r n matchers o f a l l p o t e n t i a l 
r e c e i v i n g m a i l s t o p s : 

AD DM INTERPRETATION 

0 0 SEND TO PROCESSOR BY ADDRESS 
The message is in tended on ly f o r 
the p rocessor whose address is in 
the d e s t i n a t i o n f i e l d . 

0 1 SEND TO PROCESSOR BY PATTERN 
The message is in tended f o r the 
f i r s t p rocesso r whose posted 

Pa t t e r n matches the d e s t i n a t i o n 
f i e l d . 

1 0 SEND TO ALL PROCESSORS 
The message is in tended f o r a l l 
p r o c e s s o r s . (The d e s t i n a t i o n 
f i e l d i s t o b e i g n o r e d . ) 

1 1 SEND TO SET OF PROCESSORS BY PATTERN 
The message i s in tended f o r a l l 
p rocesso rs whose posted p a t t e r n 
matches the d e s t i n a t i o n f i e l d . 

The BF and CT b i t s are not c o n t r o l l a b l e by 
the p rocesso r . The BF f l a g is generated e n t i r e l y 
by ma i l s top hardware l o g i c , and the CT b i t can 
on l y be generated by the 257th ma i l s t o p . 

The 1 6 - b i t DATA f i e l d p rov ides f o r s i n g l e or 
double by te messages. I f CT is se t then b i t s C3-
CO are i n t e r p r e t e d as a c o n t r o l code. Otherwise 
they can be used as e x t r a data b i t s . The SOURCE 
and DESTINATION f i e l d s have been a l l o c a t e d 12 b i t s 
f o r p o s s i b l e f u t u r e i nc reases i n the number o f 
p rocesso rs . 

3 . 4 . Processor I n t e r f a c e 

The p rocessor v iews i t s m a i l s top as a group 
of 16 8 - b i t memory-mapped I/O p o r t s , each of which 
accesses p a r t o r a l l o f one o f the ma i l s top s 
r e g i s t e r s . A l l r ead ing and c o n d i t i o n i n g o f the 
m a i l s t o p ' s c u r r e n t s t a t e , and a l l data movement 
between the m a i l s top and processor occurs by 
read ing and w r i t i n g to these r e g i s t e r s v i a the 16 
8 - b i t p o r t s . The ma i l s top can a lso genera te f o u r 
t ypes o f i n t e r u p t t o s i g n a l the processor t h a t i t 
r e q u i r e s s e r v i c e : INBOUND BUFFER FULL, OUTBOUND 
BUFFER EMPTY, READBACK, and CONTROL. 

3.5.* ZMOB Processors 

Each ZMOB p rocesso r is a Z80 m ic rop rocessor 
w i t h the f o l l o w i n g suppo r t hardware: 

1. 63K by tes of h i g h speed compute memory 

2 . 1K by tes o f r e s i d e n t b o o t s t r a p o p e r a t i n g 
system r e a d - o n l y memory 

3.. Interface logic to conveyor belt 

4. A high speed hardware integer mul t ip l ie r 

5.. A 32 b i t f loat ing point processor chip 

6. A high speed 8-b i t paral le l and a ser ia l 
external interface. 

When ZMOB is f i r s t powered on, a l l processors 
go through ident ical reset sequences which i n i ­
t i a l i ze a l l processor and associated mail stop 
logic. Each processor then enters i t s resident 
bootstrap kernel, which awaits commands from the 
Unibus interface. Support software on the VAX then 
sends operating software to each processor i nd i v i ­
dually, or to a l l at once, in case a l l w i l l be 
running ident ical operating systems. 

4. ZMOb Software: high Level Strategies 

4.1. Conceptual Organizations 

The part icular operating system regime under 
which ZMOB processors are coordinated depends 
largely on the domain. We 3ee f ive conceptually 
di f ferent control regimes for Al modeling: 

1. ACTUAL SYNCHROMY. In this most rudimen­
tary system, each processor performs 
fixed functions in precise (e .g . , con­
veyor belt revolution time precision) 
lockstep with a l l others, but on d i f ­
ferent data points. This is an architec­
tura l ly uninteresting use of the machine, 
but is applicable in such areas as ce l lu ­
lar automata modeling and neural simula­
t ion , certain numerical methods in per-
ceptual modeling, and so for th . In these 
applications, either high ef f ic iency, or 
high precision in simulation timing 
requires precise synchronization. 

2. LOGICAL SYNCHRONY. Each processor runs an 
ident ical operating system capable of 
performing a fixed set of functions in 
logical (but not necessarily actual) syn­
chrony with a l l others, eacn working on a 
piece of a large data space distr ibuted 
among processors in advance. Examples of 
this mode are models of low level vision 
or speech (where edge detectors or acous­
t i c processors a l l proceed in paral le l on 
d i f ferent data), and in paral lel data bases 
storage and re t r ieva l , where a l l proces-
sors carry out (possibly in te l l i gen t ) 
hashing and pattern Matching on d i f ferent 
segments of the database (see [9] for 
example). 

.5. UNIFORM MULTIPROCESSING. Each processor 
runs an identical operating system, but 
one capable of general computing or prob­
lem solving. Each processor is s ta t i ca l l y 
or dynamically assigned a subtask, which 
it then solves asynchronously from a l l 
others. A large number of AI methods 
f a l l s into th is category, since each pro­
cessor i s , in ef fect , a general problem 
solving agent. 

4. ARTICULATED MULTIPROCESSING-. Dist inct 
domain experts reside in various proces­
sors, or sets of processors. Each expert 
is capable of autonomous solution of 
problems in i t s domain, which may have 
been sent to it via a pattern-directed 
invocation scheme. Systems of experts 
such as those encouraged by MicroPlanner 
and Smalltalk f a l l into this category. 

5. HYBRID SYSTEMS.. The machine is log ical ly 
segmented to support any or a l l of the 
above modes simultaneously, because of 
the nature of the conveyor be l t , one-
quarter of the machine could be devoted 
to processes requiring actual synchrony, 
one-fourth to those running logical syn­
chrony, one-fourth to uniform multipro­
cessing, and one-fourth to art iculated 
multiprocessing. I l lus t ra t ions of hybrid 
use can be taken from nearly every area 
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of A I , inc luding robot ics , expert sys­
tems, speech systems, natural language 
systems, and game playing systems. In a 
typ ica l segmentation, some processors 
would handle sensory and perceptual 
in format ion, others the l og i ca l database, 
others the domain problem so lv ing , and 
others the e f fec to r or response con t ro l . 

4.2. Four Processor-Resident Operating Systems 
In an t i c ipa t ion of such var ie ty of modeling 

needs, we are developing four higher level 
processor-resident environments, a l l of which re ly 
on a s ing le , lower leve l kernel system. At 
poweron, the kernel system w i l l be broadcast f rom 

he VAX to a l l processors. Then, at user request, 
various processors w i l l receive one of the four 
higher leve l environments: 

1 . c. In th i s system, the processor sup­
ports a C runtime environment, and runs C 
code which has been developed and cross-
compiled on the VAX. 

2. LISP. The processor runs a f u l l Z80 
LISP system [3], and communicates v ia S-
expressions passed as ASCII s t r ings among 
processors. The issue of pointer passing 
on a completely d i s t r i bu ted CONS node 
apace w i l l have to be addressed before 
other forms of interprocessor LISP com­
munication can be achieved. 

3. PASCAL. The processor supports a PAS-
OX runtime environment and e i ther runs 
cross-conpiled PASCAL code, or in te rpre ts 
P-codes. 

4. D+D. The processor .,runs a dedicated 
database and demons" operating system. 

This special-purpose system allows the 
processor to par t ic ipa te as a piece of a 

arger pa t te rn-d i rec ted , i n t e l l i g e n t 
database, which stores information in 
LISP S-exnression form (although encoded 
d i f f e r e n t l y fo r e f f i c i ency . The D+D sys­
tem w i l l store both constant S-
expressions ( fac ts ) and schematic S-
expressions (demons), and w i l l respond to 
fe tch , s to re , and t r igger commands sent 
to i t v ia the conveyor b e l t . 

The C, LISP and PASCAL systems already ex is t 
fo r ZMOB, since each processor is capable of run­
ning CP/M (a nearly universal machine-independent 
operating system fo r the Z80). D+D is under 
current development in Z80 assembler, using the 
VAX Z8O assembler and simulator, and the VAX 
process-oriented conveyor be l t simulator specia l ly 
wr i t ten fo r ZMOB development. 

The resident low leve l operating system ker­
nel common to a l l higher leve l environments is in 
e f fec t an event-driven task management system 
which carr ies out a l l low leve l interprocessor 
handshaking and data t ransfers . The i n te r rup t -
driven task queues at th is low level support a 
succeso/fai lure/contingency communication system 
s imi la r in some respects to SAIL's process manage­
ment. We have not yet completed, t h i s system, and 
are looking at Rashid s IPC [19] as an eventual 
augmentation of the present kerne l . 

We turn now to some spec i f ic AI modeling 
where ZMOB w i l l have impact. We have organized 
th i s discussion around AI areas, but point out 
spec i f ic systems where appropriate. 

5. Where ZMOD F i t s : Areas and Issues 
5.1 Object-Oriented Programming and Experts 

The concept of object-or iented programming 
dates at least from the work of Alan Kay [14] and 
Carl Hewitt [11] and more recently is the dominant 
systems organization paradigm of the Smalltalk 
system[12]. In th is s ty le of programming, act ive 
knowledge is organized around cooperating experts 
CALLED objects. 'The h ierarch ica l organizat ion of 
objects into classes, subclasses and instances 
both aids the user in creat ing new objects and 

f a c i l i t a t e s elegant communication among objects in 
the form of message passing. 

ZMOB's d i s t r i bu ted , geometry-independent 
nature makes it an ideal pa ra l l e l machine for 
implementing systems organized in such a manner. 
The local ized processing required for the object-
oriented approach is encouraged by ZMOB's d i s t r i ­
buted memory. At the same time, i t s a b i l i t y to 
dynamically l i nk a rb i t ra ry pairs of processors in 
d i rec t communication allows for sophist icated mes­
sage passing c a p a b i l i t i e s . 

We are current ly in the process of designing 
and implementing a system fo r computer aided 
design,and simulat ion of mechanisms (CADSOM) on 
ZMOB [29] . This system possesses many of the 
features out l ined above including separate proces­
sors as experts for d i f f e ren t parts of a user 
defined mechanism and message passing as a means 
for real- t ime graphical s imulat ion of the kinemat­
ics of the mechanism. 

B r i e f l y , the operation of our CADSOM system 
is as fo l lows. The user, say a mechanical 
engineer, begins with a rough design of a mechan­
ism in mind. He or she then i n te rac t i ve l y i d e n t i ­
f i es parts from a frame-l ike database of p r im i t i ve 
part descr ip t ions. These can then be fu r ther 
speci f ied as to s ize, weight, shape, e tc . while 
viewing the object on a graphics terminal . As a 
part is described it is assigned to a processor 
and as the l i nks between parts are described by 
the user, communication paths are established 
among the processors. F i na l l y , when the user has 
described the complete assembly, he or she may 
specify an i n i t i a l ve loc i ty or force upon some 
part at which point the system performs a graphi­
cal s imulat ion in real - t ime of the kinematics of 
the mechanism. It is during the simulat ion phase 
that t ru l y pa ra l l e l object-or iented processing 
occurs with part experts i n te rac t ing both to com­
pute ve loc i t y , accelerat ion, and force vectors for 
the next incremental time step and to detect 
obstruct ions to the i r motion. 

5.2. Para l le l Pattern Matching and Production 
Rule Systems 

Though the production ru le system has been 
popular and successful as a design methodology 
especial ly fo r large-scale .-knowledge , engineering 
tasks fo r some time (see [27 ] , [ 7 ] , [31]) it has 
only been recently that the problem of implement­
ing such systems in pa ra l l e l has been confronted. 
In pa r t i cu la r , Forgy in [9] has designed a "produc­
t i on rule system based In part on ideas from data 
flow theory. Though to our knowledge, hi3 system 
has not yet been implemented on a pa ra l l e l 
machine, many of h is algorithms inc luding those 
fo r pattern matching are inherent ly p a r a l l e l . 

A f e r t i l e area of study f o r ZMOB is th i s 
topic of pa ra l l e l pattern matching spec i f i ca l l y 
addressing ways of avoiding the need fo r a large 
global database of patterns. D i s t r i bu t i ng the 
large database over many processors raises addi­
t ional problems. One in pa r t i cu la r is that of 
bott lenecking at processors who have a dispropor­
t ionate share of requests on the i r port ion of the 
database. Thus the design of algorithms for e f f i ­
c ien t l y and dynamically reconf igur ing the database 
organizat ion is an important area of research on 
ZMOB. 

5.3. Cognitive Modeling 
Many of the past and present theories 

advanced as p lausib le cogni t ive models of natural 
language understanding, causal reasoning, i n f e r ­
ence, and problem solving d i rec t l y or i n d i r e c t l y 
posi t d i s t r i b u t i o n of funct ions in ways appropr i ­
ate to ZMOB. Para l l e l matching of KRL frames [ 5 ] , 
sc r ip ts in FRUMP and related systems [26] are 
examples where theore t i ca l l y Quantized knowledge 
uni t3 could be experimentally d i s t r i bu ted across 
processors. The actors in Meehan's story genera­
tor , and e n t i t i e s in complex socia l or p o l i t i c a l 
s inu la t ion models are examples where independent 
problem solving agents could be run by separate 
processors. Ind iv idua l , word experts in the Word 
Expert Parser {[22] and [28] ) are a perfect f i t 
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f o r ZMOB. In that theory, each word is modeled by 
a sel f-contained word expert, LISP code that 
in terac ts with other experts during the comprehen­
sion of a,sentence in context. Our CSA represen­
ta t i on ([21] and [20]) and i t s simulat ion system 
d i r e c t l y segment the world of causal i ty into 
events and event c lusters which could be p a r a l l e l ­
ized d i r e c t l y in to autonomous agents. In fac t , 
the whole area of causal reasoning in the physical 
world seems d i r e c t l y suited to d is t r ibu ted model­
ing . In a l l these cases, ZMOB could be playing 
the dual ro le of helping shape theories about d i s ­
t r i b u t i o n of cogni t ive funct ion, and of making 
experimentation more reasonable. Experience with 
the WEP and CSA systems, fo r example, is that 
in te res t ing research has sometimes not been 
attempted because of our be l ie fs and f rus t ra t ions 
about computational l i m i t s of the conventional 
machines we are using. 

5.4. Robotics and Real Time Sensing Systems 

ZMOB's real- t ime performance and external 
se r i a l and pa ra l l e l channels per processor make it 
ideal f o r appl icat ions involv ing coordinated and 
a r t i cu la ted contro l of ef fectors and/or synthesis 
pf,3ensory informat ion. As the NBS robotics lab 
[2] and others have found, mul t ip le f ixed- funct ion processors can br ing sophist icated v i s i on , sens-
ng, and j o i n t control to nearly any level of 

desired motor performance. In an automated shop, 
fo r example, where a number of tools and the i r 
associated v is ion and manipulator systems must run 
in coordinat ion, ZMOB processors could be assigned 
in modular c lus ters that communicate both at the 
i n t r a - and inter-group leve ls . In one module, fo r 
example, several processors would perform region-
wise feature ext ract ion in p a r a l l e l , feeding 
resu l ts to a separate scene-constructing proces­
sor, which then directed the team of manipulator 
t ra jec to ry computing and .joint con t ro l l i ng proces­
sors. Another processor In the c luster could scan 
fo r cer ta in error or contingency condit ions, and a 
f i n a l processor could coordinate i t s group's 
e f f o r t s with other group coordinators. In a large 
job shop, human operator stat ions could be t ied in 
by other processors. 

In sensing environments, ZMOB could assign 
processors to f ixed sensor c lusters in a complex 
environment, such as Three Mile Is land. Each pro­
cessor would contain both physical and causal 
models of the segment of the environment it 
sensed, and the re la t i on of that environment to 
the s i t e at large. Given powerful enough causal 
models and the current operating context and user 
in tent ( e . g . , during dynamic maneuvers such as peak load power up), ind iv idua l processors could 
n t e l l i g e n t l y coordinate the i r environment with 

the larger environment, report abnormalit ies with 
annotations about probable causes, and even take 
local correct ive procedures, then inform superior 
processors of the changes. Distr ibuted i n t e l l i ­
gence in a complex sensor/effector system l i ke TMI 
is an a t t r ac t i ve so lut ion to real- t ime c r i t i c a l 
decision making, and ZMOB seems ideal ly suited for 
such d i s t r i b u t i o n . A centra l research topic here 
is to develop the common language of causal i ty 
through which processors communicate. With i t s 
e f fec t i ve interprocessor communications bandwidth 
of 160 megabaud, ZMOB's potent ia ls for d is t r ibu ted 
real - t ime decision making are considerably higher 
than even the fastest t r ad i t i ona l networks. Also, 
because of the large number of processors, redun­
dancy e i ther at the decision making or sensory 
leve l i s feas ib le . 

5.5. Management of Large Information Spaces 

In [24] we have described the concept of an 
I-SPACE, and an I-SPACE project in progress at 
Maryland. An I-SPACE is an information hub fo r 
large societa l or i n s t i t u t i o n a l organizations 
where there is a large quant i ty of information 
and/or e large number of tools for manipulating 
that informat ion, as wel l as a need to in ter face a 
wide var ie ty of users to both the information and 
tools in real time. The Goddard I-SPACE is 
perhaps the archetype of a l l I-SPACEa, in that the 
user group is qui te diverse (adminis t rators, 
s c i e n t i s t s , engineers, technicians, schedulers, 
e t c . ) , and in that the information content of the 

system a t . la rge is both tremendous and highly d i s ­
t r ibuted (science and engineering databases, 
real- t ime data acquis i t ion systems, real- t ime con­
t r o l systems, planning and administrat ive data­
bases, and so f o r t h ) . The keys to the I-SPACE con­
cept are uni formity in information presentation on 
high resolut ion TV screens, and f l e x i b i l i t y in 
synthesizing information in user- id iosyncrat ic 
ways from a l l parts of the I-SPACE fo r simultane­
ous display on his screen. 

While the user in ter face in the Goddard 1-
SPACE system is reminiscent of the PIE system. 
[10] the real- t ime requirements of accessing ana 
synthesizing , information from remote hosts, 
administ rators ' desktop computers, real- t ime 
s a t e l l i t e l i n k s , and local planning databases c a l l 
for much more computational power than PIE, or, 
indeed, than most computing f a c i l i t i e s possess. 
Because of t h i s , ZMOB w i l l play a prominent ro le , 
cal led the I-BANK, in the Goddard I-SPACE. In th is 
ro le , ZMOB's processors w i l l run dedicated, i n t e l ­
l i gen t l i nks to the outside world (remote hosts, 
telephone l i n k s , s a t e l l i t e l i n k s , e tc . ) that 
comprise the I-SPACE. The system s VAX-based user 
in ter faces, running frame-l ike packets which put 
out real- t ime control and information requests 
in to the I-SPACE, make demands on ZMOB as a gate­
way to the outs ide, thus d i s t r i b u t i n g most or the 
system s t i m e - c r i t i c a l scheduling to ZMOB a pro­
cessors. We see th i s type of archi tecture as man­
datory fo r large-scale information systems. 

5 .6. Dis t r ibuted Databases and Formal AI 
Research 

Preliminary design of a predicate logic sys­
tem to be implemented on ZMOB is current ly in pro­
gress at the Universi ty of Maryland. Based on 
such foundational worn as [ 1 5 ] , [ 6 ] , and the set-
oriented extensions of [18], t h i s system features 
a d is t r ibu ted re la t iona l database and the pred i ­
cate logic language PROLOG [30] used as an i n te r ­
face to the database for querying and other pur­
poses. 

I n i t i a l l y , three types of processes are 
envisioned: the search space process which accepts 
the user s database query, div ides it in to prob­
lems and s ta r t s up several problem solv ing 
processes to handle them; the problem solv ing 
processes which run PROLOG and bui ld tasks for the 
database processes; and the database processes 
which ( i n i t i a l l y ) handle one re la t i on of the 
en t i re database apiece and perform lookup, updat­
ing, and u n i f i c a t i o n . In the fu ture , the a b i l i t y 
to perform e f f i c i e n t reorganization or the data­
base w i l l be added in order to spread an overused 
re la t i op among several processors and to group 
several re la t ions in the same processor. ZMOB s 
arch i tecture allows complete freedom to e f fec t 
such a reorganizat ion while i t s message passing 
protocols allow problem solv ing processes to com­
municate by capab i l i t y with data base processes, a 
necessity fo r e f f i c i e n t database lookup. 

5.7. Heur is t ic Search 
The problem of searching a large state space 

has long begged fo r a pa ra l l e l so lu t i on . Several 
algorithms for doing th is have appeared in the 
l i t e r a t u r e ([1] [4] , [8]) but most have not yet 
been implemented on true pa ra l l e l hardware. Those 
that have been implemented are not as useful as 
they could be. For example. Baudet s pa ra l l e l 
version of alpha-beta exhib i te a bet ter than 
l inear speed-up wi th two or three processors, but 
improves very l i t t l e wi th more than f i v e . ZMOB s 
f l e x i b i l i t y makes it easy to implement these algo­
r i thms, compare the i r performance, and develop new 
methods from that experience. 

5.8.. Computer Vision 
Some prel iminary work has already been done 

in the area of image processing on ZMOB. In [23], 
a v is ion system running on ZMOB is described which 
div ides tne 512 by 512 p ixe l image in to 32 by 32 
regions, one per processor. Timing simulations 
showed that a simple 3 by 3 averaging of the 
en t i re image could be performed in about 2 f i f t h s 
of a second while elaborate re laxat ion algorithms 

959 



invo lv ing 10 labels per point could complete an 
i t e r a t i o n in about 100 seconds. Such t iming e s t i ­
mates show that orders of magnitude speedup can be 
achieved using ZMOB in the v is ion domain. [16] 
provides fur ther t iming estimates fo r p ic ture pro­
cessing algorithms including image loading and 
unloading times, and notes that fo r most non-
t r i v i a l algorithms ZMOB ef fects as much as a ten­
fo ld speedup over execution on the host, computer 
( i n th i s case, a VAX 11/780). In [17] these 
resul ts are compared wi th those of possible imple­
mentations on other pa ra l l e l a rch i tec tures, in 
pa r t i cu la r , switching networks. 

5.9. Other Areas 
In [25] the appropriateness of ZMOB fo r 

research in c e l l u l a r automata is discussed, 
spec i f i ca l l y addressing the problems of recon f i -
gurable pa ra l l e l computers. Other fu ture appl ica-

ion areas include numerical analys is , network 
topology and performance evaluat ion, and neural 
modeling. F i n a l l y , ZMOB could also funct ion as a 
microprocessor i ns t ruc t i ona l machine fo r students 
or as a message switching s ta t ion fo r large com­
puter networks. 

6. Summary 

ZMOB is scheduled to become f u l l y o p e r a t i o n a l 
in la te F a l l 1981 . As we emphasized in the i n t r o ­
d u c t i o n , i t w i l l d i r e c t l y s o l v e n o t h e o r e t i c a l A I 
p rob lems. But i t w i l l , we hope, encourage deeper 
resea rch i n t o e x i s t i n g areas where compu ta t i ona l 
l i m i t a t i o n s have t r a d i t i o n a l l y posed s e r i o u s ba r ­
r i e r s , and s t i m u l a t e new and more a m b i t i o u s ways 
o f t h i n k i n g about A I and c o g n i t i v e p rocesses . I t 
w i l l , we hope, r ep resen t a new, i m p o r t a n t l i n k in 
the d e s i g n / i m p l e m e n t / t e s t feedback l o o p t h a t i s so 
i m p o r t a n t t o A l . 
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